Semantic Recommendation System for Bilingual Corpus
of Academic Papers

Anna Safaryan  Petr Filchenkov ~ Weijia Yan  Andrey Kutuzov
Irina Nikishina

October 16, 2020



Do We Need Bilinguality? The Answer is "Yes".

Current RusNLP To Do
@ Search engine for e Bilingual
academic papers recommendations
o Dialogue, AIST and —( @ Cross-lingual word
AINL embeddings
) o Off-the-shelf vs.
@ English papers self-made?

4

Table 1: RusNLP corpus statistics

Conference Since Texts Russian English

Dialogue 2000 1,785 1,424 361
AIST 2012 91 21 70
AINL 2015 96 0 96
Total texts 1,983 1,445 527

https://nlp.rusvectores.org/
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How does it look like?
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Target Paper:

MULTI-PRONUNCIATION LEXICON
FOR RUSSIAN AUTOMATIC SPEECH
RECOGNITION (PILOT STUDY)

Shirokova A. (anna_a@stel.ru),
Telesnin B. (telesnin_ba@stel.ru),
Rogozhina V. (mind_your own_business@rambler.ru)

Stel CS, MSLU, Moscow, Russia

Our pilot study is aimed at building a lexicon of effective pronunciation
variants on the basis of i iati fori ing it into
the automatic speech recognition system for Russian. We focus on pho-
netic changes in word pronunciation caused by different factors operating
in spontaneous speech. Our speech data includes three different corpora
of the conversational type. Manual expert processing and analysis of the
audio data are used. The lexicon construction procedure is given. Some
statistics for pronunciation variation in Russian, obtained from the speech
data, is presented. A description of frequent types of this phenomenon
is given. Parallel and iation variants are Ways
of formulating general pl rulesand potential con-
texts, in which pronunciation variation is likely to appear, are considered.
Test data, phoneset used, and automatic speech recognition (ASR) pa-
rameters are described. Preliminary results for ASR and key word spotting
(KWS) are shown. The appropriateness of using multi-pronunciation lexicon
is discussed.

Russian speech, pi iation variants, Rus-
sian jati speech, pr iation lexicon, ion,
Russian ASR




How does it look like?

Lemmatization for Ancient Languages: Rules or Neural

Networks?
Evaluation the quality of Estonian text-to-speech synthesis and
diphone corrector for the TTS system* e e el
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So, what should we do?

Preprocessing T_ Pretrained UDPipe modeIE: i
nglis

Russian
(SynTagRus) (ParTUT)
Generation'of a text T— Bilingual dictionary from Facebook
representation Pretrained Pre-aligned
monolingual cross-lingual
embeddings embeddings
(Wikipedia) (Wikipedia)

Search for the closest
papers
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What are the ways to get cross-lingual representations?

Self-Made Off-the-Shelf
e Translation e MUSE (Multilingual
@ Linear Projection Unsupervised and
e VecMap (Bilingual Word Supervised Embeddings)
Embedding Mappings)

dictionary

— O\

en fasttext

skipgram

en

ru




What are the ways to get cross-lingual representations?

Self-Made Off-the-Shelf

@ Translation o MUSE

@ Linear Transformation [Lample et al., 2018]
[Mikolov et al., 2013a]

@ VecMap
[Artetxe et al., 2018]

@ Skip-gram o Fasttext
[Mikolov et al., 2013b] [Bojanowski et al., 2017]
@ Lemmatised + POS tags @ Not preprocessed
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How to evaluate recommendations?

Design
@ 20 papers in Russian +
20 papers in English
(randomly)

@ 4 methods — 5 closest
papers for each target
one

@ How many recommended
papers are relevant to
the target one?
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Annotators

o Expertise in the field +
knowledge of both
languages

e Crowdsourcing

@ 3 annotators per
recommendation




Which recommendations were more relevant?

Table 2: RusNLP experimental results for target papers in both languages:
precision

Method Precision

Translation 54.5

Projection 54.5
VecMap 54.2
MUSE 58.5
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Are the results consistent?

Table 3: RusNLP experimental results for target papers in both languages:
inter-rater agreement

Method Krippendorff's «

Translation 0.347
Projection 0.262
VecMap 0.163
MUSE 0.170
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Are the results consistent?

Table 3: RusNLP experimental results for target papers in both languages:
inter-rater agreement

Method Krippendorff's «

Translation 0.347
Projection 0.262
VecMap 0.163
MUSE 0.170

Any problems?
@ Ambiguity of the guidelines
@ Not paper-specific evaluation

@ Size of the annotation forms
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Are the results really cross-lingual?
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Figure 1: Distribution of cross-lingual recommendations by position

Position — a place of a paper in the list of recommendations sorted by cosine
similarity.
Freq — an absolute number of recommended papers written not in the language
of the target paper (out of 200 recommendations: 40 target papers X 5 positions
in a bin).
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What about the coverage?

English texts

Russian texts

Method Tokens Vocab Dict size Tokens Vocab Dict size
Translation 71.53 63.15 296,630 53.91 47.99 19,118
Projection 7153 63.15 296,630 89.30 85.57 248,978
VecMap 7153 63.15 296,630 89.30 85.57 248,978
MUSE 89.30 83.21 200,000 86.58 82.84 200,000

Table 4: Coverage (%)

Token coverage — the percentage of tokens from the text length.
Vocabulary coverage — the percentage of unique words from the text vocabulary
taken into account when vectorising by each method.
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Did Muse Outperform Other Methods?

QOutcomes

@ MUSE has the best
precision (58.5%)

@ Most of recommended
papers were in the same
language

@ Low inter-rater
agreement for all
methods

v

In the Future
o Changes in the

evaluation setup
(binary/ranking)
@ Dependence on coverage

@ Text-level vectorisation

@ Specialised embeddings

Source code: https://github.com/rusnlp/hse_nis
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https://github.com/rusnlp/hse_nis
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Experiment on the Wikipedia

@ 54 pairs of articles from the Russian and English Wikipedia with
parallel titles.

@ For each article it was automatically evaluated whether the article with
a parallel title was included into the top-1, top-5, and top-10
recommendations.

Table 5: Wikipedia experimental results for target papers in both languages

Method Recall@1 Recall@5 Recall@10

Translation 51.85 87.96 95.37
Projection 56.48 91.67 97.22
VecMap 38.89 85.19 99.07
MUSE 34.26 90.74 100.00
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