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Abstract. We present RusNLP, a web service implementing semantic
search engine and recommendation system over proceedings of three ma-
jor Russian NLP conferences (Dialogue, AIST and AINL). The collected
corpus spans across 12 years and contains about 400 academic papers in
English. The presented web service allows searching for publications se-
mantically similar to arbitrary user queries or to any given paper. Search
results can be filtered by authors and their affiliations, conferences or
years. They are also interlinked with the NLPub.ru service, making it
easier to quickly capture the general focus of each paper. The search en-
gine source code and the publications metadata are freely available for
all interested researchers.

In the course of preparing the web service, we evaluated several well-
known techniques for representing and comparing documents: TF-IDF,
LDA, and Paragraph Vector. On our comparatively small corpus, TF-
IDF yielded the best results and thus was chosen as the primary algo-
rithm working under the hood of RusNLP.

Keywords: information retrieval, semantic similarity, scientific litera-
ture search, document representations, academic communities

1 Introduction

Russian natural language processing community is thriving and has a strong and
interesting scholarly legacy: three leading venues indexed in the Scopus database,
20 years of active publishing, more than 1800 conference papers and dozens of
smaller workshops, schools and conferences. Unfortunately, it is sometimes dif-
ficult to find NLP papers relevant for processing of Russian (for example, Rus-
sian named entity recognition) with mainstream scholarly search engines (like
Google Scholar, Semantic Scholar or Sci-Hub). Russian NLP community lacks a
unified database that could incorporate all knowledge accumulated by previous
researchers and present it in a structured and interlinked way. Such a database
(with the corresponding front-end user interface and a recommendation system)
can be of great help to those dealing with NLP problems related to Russian or
those who study the structure of NLP academic and industrial communities.
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In this paper, we describe the preparation and implementation of such a
resource available online for everyone. The database and the corresponding se-
mantic search engine are a part of the larger RusNLP project aimed at preserv-
ing and analyzing the structure and tendencies in the Russian computational
linguistics community.

Note that it was not clear from scratch which document analysis technique is
most efficient for recommending semantically similar texts on a relatively small
collection of domain-restricted documents (in our case, papers from the Russian
NLP conferences). Thus, we had to conduct a bunch of experiments with the
well-known document representation algorithms and human annotators before
choosing the best one for our task. These experiments are described below.

The rest of the paper is organized as follows. In section 2, we briefly present
the collected dataset. Section 3 delves into the evaluation experiments comparing
different approaches to document representation regarding our task. Section 4
describes the features of the RusNLP web service and typical use cases. In section
5, we put our work in the context of the previous research, while in section 6 we
conclude and outline future plans for the RusNLP project.

2 Dataset

The structure of our dataset (and thus, our publications corpus) is thoroughly
described in [1]. That is why here we outline it very briefly.

In general, the RusNLP dataset contains texts and metadata for 1,794 aca-
demic papers (and 900 authors) related to computational linguistics and natural
language processing, similar to the ACL Corpus [3]. Globally, NLP as a scien-
tific field tends to value conferences at least as high as journals; the same is true
for the Russian NLP scene. Thus, the papers in our collection come from the
main program proceedings of 3 Russian conferences related to computational
linguistics: Dialogue®, AIST* and AINL®. We do not claim that this covers
the whole Russian NLP landscape, but at least the most important venues are
included, with the hope that in the future more will come.

The papers themselves were crawled from the Dialogue website and from
the Springer digital library (for AIST and AINL). Each paper was parsed
to extract metadata (title, abstract, authors’ names, affiliations and emails).
The author names and affiliations were normalized manually (for example, we
merged ‘Bauman Moscow State Technical University’ and ‘MI'TY umenu H.3.
Baymana’ into one entity, etc.).

The database contains all the papers, but the RusNLP web service (see
below) for the time being deals only with those written in English: 392 in total.
This decision was made to streamline text processing workflow, and considering
the current tendency to publish most important research in English (AINL and
AIST proceedings contain only papers in English, so this distinction is relevant

3 http://www.dialog-21.ru/en/
4 https://aistconf.org/
5 http://ainlconf.ru/
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only for Dialogue). In the future, we plan to integrate papers written in Russian
into the search engine as well.

3 Experimental Setup

The purpose of our system is to find and recommend NLP papers (from the
dataset described above) most similar by their content to a given paper or a
given user query. Thus, some way to represent and compare texts had to be
chosen. In this section, we describe the experiments we conducted to this end.
Note that first all the 392 texts were pre-processed: that is, cleared from non-
alphanumeric characters, and then lemmatized and PoS-tagged with UDPipe
[15].
We tested three statistical approaches to document representation:

1. TF-IDF (term frequency - inverted document frequency), a term weighting
scheme ubiquitous in information retrieval [14];

2. LDA (Latent Dirichlet Allocation), a widespread distributional topic mod-
eling technique [4]; we tried variants with 10 and 20 topics;

3. Paragraph Vector (also known as doc2vec), a newer distributional paramet-
ric algorithm based on shallow feed-forward neural networks [9]; we tried
variants with vector size 40 and 100.

These techniques are conceptually very different, with TF-IDF being the
simplest and taking into account only word frequencies in the documents, LDA
trying to model the hidden distribution of topics in the text collections, and
Paragraph Vector extending the well-known SGNS and CBOW word embedding
algorithms [11] to learn embeddings for sentences, paragraphs, or documents. We
aimed to find out which of them would be the best in ranking documents by their
similarity in our corpus®.

Our evaluation workflow was quite simple and measured only the precision
of the algorithms. First, 20 papers were randomly sampled from the collection
(8 from Dialogue, 6 from AINL, and 6 from AIST). A set of 10 most similar
documents (nearest neighbors) was produced for each of these papers, using each
of the 5 models described above (TF-IDF, two variants of LDA and two variants
of Paragraph Vector). Then, three human assessors independently annotated the
sets with the number of non-relevant neighbors ¢, reflecting the amount of noise
in the output of the model. The precision of each set is thus 1 — Tto’ and the

20
precision of the model is the averaged precision for all 20 sets: Z%l i Note
that there is no recall measurement in this setup, as this would require assessors
to read through all the 400 papers to find relevant publications not selected by
the models. This was not feasible with our time and human resources, and thus
these experiments are limited to measuring only the models’ precision (their

ability to avoid absolutely non-relevant papers in the 10 nearest neighbors). We

5 The models were trained on our English sub-corpus, using the algorithm implemen-
tations in the Gensim library [13].
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leave finding the recall scores for future work. Additionally, we calculated the
inter-rater agreement using Krippendorff’s alpha [8].

We also considered using author-provided keywords as a ‘gold standard’ for
evaluation (for example, with Jaccard similarity for keyword lists as the ground
truth semantic distance between documents), but we found that in most of the
documents the keywords were not actually representative since keyword choice
for a paper is a highly subjective process.

Model ‘Assessor 1 Assessor 2 Assessor S‘Average‘Agreement
TF-IDF 0.6 0.65 0.68 0.64 0.73
Paragraph Vector - 40 0.28 0.33 0.4 0.33 0.66
Paragraph Vector - 100 0.36 0.36 0.45 0.39 0.5
LDA - 10 0.17 0.2 0.21 0.2 0.66
LDA - 20 0.23 0.19 0.39 0.27 0.52

Table 1: Precision scores and inter-rater agreement for the tested models.

Table 1 reports the results of the comparison. First, for all models, the inter-
rater agreement is at quite decent level, meaning the results are trustworthy”.
The second outcome is somewhat unexpected: the simplistic TF-IDF model
produced way better results than the sophisticated LDA and Paragraph Vector
distributional algorithms.

We hypothesize that the reason for this is the size of our corpus, which is
comparatively small. It seems that 400 documents with total word count of
1,340,957 are not enough to train a distributional model able to outperform
the frequency-based approach. Note though that TF-IDF is in fact often used
in production systems instead of modern algorithms, providing a good trade-
off between performance, speed and model size: for example, [5] employ it as
the main ranking model for their life science publications search engine. So,
following these experiments, we used TF-IDF to implement the search engine
and recommendation system described in the next section.

4 RusNLP web service: key features

The RusNLP search engine provides web access to the collection of Russian NLP
papers described above. Under the hood, it employs an SQLite database to store
documents metadata and a TF-IDF model to find similar papers. For simplicity,
and because of comparatively small absolute size of the corpus, at this moment

7 Initially, the agreement levels for the TF-IDF and LDA-10 models were below 0.5.
We performed a reconciliation round with the assessors discussing their choices for
these models, which resulted in changing some of the scores for particular documents.
This increased the inter-rater agreement, but did not influence the final ranking.
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we do not use the existing production-level text search libraries like Sphinz, Solr
or ElasticSearch. However, in the future we plan to test whether using these
libraries will improve user experience in our case.

Right now, the service already allows its users to:

— Find and rank papers most similar to an arbitrary user query (list of key-
words); see Figure 1 in Appendix A for an example.
— Find and rank papers most similar to any given paper; see Figure 2 in Ap-
pendix A for an example.
— Filter search results by any combination of user-defined criteria:
e publication venue,
e publication year,
author names,
author affiliations,
paper title.

We envisage that RusNLP can be used either for the search of relevant pre-
vious work (‘I know this paper, what other similar papers are there in Russian
NLP?’) or for studies in the history and structure of academic communities
(‘ What was published in 2008 by NLP scholars from Moscow State University?’
or ‘Were there any papers about paraphrases detection at the AINL conference
in 2015?”). Figure 3 in Appendix A shows an example of a query for all papers
presented at Dialogue or AIST by any author whose name starts with ‘Chernj’.

For many papers, we also provide the so called ‘task tags’. They link to the
corresponding resource sections of the NLPub web service® [16]. For example, a
hypothetical paper using a thesaurus for emotion detection would be interlinked
with the NLPub pages listing existing tools for tasks related to thesauri and
sentiment analysis. To this end, we manually selected sets of English keywords
for each NLPub resource section. At query time, our service calculates the TF-
IDF similarity of all papers found to each of these sets. If the similarity exceeds
a predefined threshold (after some experimenting, we set it to 0.03), the paper
is assigned the corresponding ‘task tag’. This feature allows the users to find
out at a glance what the paper is about and to quickly get an idea about the
existing tools or resources relevant to this task.

The RusNLP web service we describe in this paper is publicly
available at http://nlp.rusvectores.org.

5 Related Work

The importance of compiling reference in-domain datasets of texts related to
NLP was expressed more than 10 years ago in [3]. This paper was the first
towards describing and releasing a corpus of computational linguistics academic
papers and their metadata: this dataset is now known as the Association for
Computational Linguistics Anthology®.

8 https://nlpub.ru
9 http://aclanthology.info/
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However, the ACL Anthology is not enriched with semantic search or a rec-
ommendation system. There exist more functional search engines and databases
that are less related to NLP and computational linguistics: see, for instance, Pulp
that includes semantic search engine, visualization of search topics (with topic
modeling), and document-ranking algorithm [10]. Another system, Bib2Vec [17],
embeds bibliographic information in a vector space and then uses these vectors
to show relationships among entities in the ACL Reference Corpus. There are
more and more similar service appearing each year, like Semedico, a life science
semantic search engine [5], or Citeomatic which ‘recommends papers you might
want to cite’ [2]. As for the Russian academic community, we are unaware of any
domain-specific Russian scholarly search engines: there exist only global bibli-
ographic services for all fields of Russian science like CyberLeninka or Russian
Science Citation Index (RSCI).

Note that our research is highly related to studies in information retrieval
(IR) on scientific publications. For instance, proceedings of International Work-
shop on Mining Scientific Publications (WOSP) provide a substantial amount
of papers devoted to ‘Automatic categorization and clustering of scholarly data’
and ‘Academic recommendation systems’. One can mention [6] and [12], that
implement rather sophisticated approaches for metadata extraction which we
plan to test and possibly use in the RusNLP project.

Considering previous research in the field of Russian NLP, the analysis of
Russian NLP landscape was arguably started by Vladimir Khoroshevsky [7].
Their research is similar to our project: they described academic communities,
conference activity and links between scholar clusters for Russian computational
linguistics community. We improve on this work in 3 aspects:

1. [7] is published in 2012, and uses data from 2009; our project mines con-
ference proceedings up to 2017, and includes novel publishing venues (AIST
and AINL). We believe that since 2009, the Russian NLP community sig-
nificantly changed with regards to its primary trends and topics of interest;
this is supported by our analysis of diachronic topical drift in Russian NLP
academic papers [1].

. We implement the semantic search engine available online as a web service.

3. In [7], no datasets were released; we publish all our source code!'® and data'!.

Note that our contribution is not only crawling papers from the venues web
sites, but also in consistent manual extraction and normalization of papers’
metadata).

[N

Thus, we argue that our project is novel, and is a step towards unification
and structuring the research within the Russian NLP community.

6 Conclusion
In this paper, we described RusNLP, a web service for scholarly search in the col-
lection of natural language processing papers. This is the first publicly available

10 https://github.com/bakarov/rusnlp/tree/master/code/web
" http://nlp.rusvectores.org/about/
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and manually curated database of publications in the most important Russian
computational linguistics venues. Of course, contemporary science is global and
as a rule one shouldn’t limit herself to only papers published in this or that
country. However, sometimes (especially in research dealing with particular lan-
guage) it can be useful to focus more on the local academic landscape. This can
be also interesting for those studying academic communities and the trends in
NLP publishing activities.

Additionally, we described a set of experiments conducted to find out the
most efficient algorithm for finding similar papers in our dataset. The out-
come was that the simple TF-IDF model outperformed the sophisticated dis-
tributional algorithms of LDA and Paragraph Vector by a large margin, most
probably because of comparatively small training corpus size. This model pow-
ers the nearest neighbors search under the hood of our web service (http:
//nlp.rusvectores.org).

The efforts described in this paper are part of a larger project aiming to
analyze Russian NLP landscape (thus, the dataset is not complete and will be
updated yearly). In the future, we plan to make it possible to use RusNLP
to search for papers written in Russian, not only in English, thus making the
resource multilingual. Another important direction in our nearest plans is the
construction of the citation graph from all the papers in our database, which
will allow to explore connections between scientific communities. Finally, we are
considering the possibility of improving our keywords search by expanding user
queries with the help of pre-trained word embedding models.
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Appendix A

KnioueBbie CIOBA Yepes Npoen (NMLINTe UMeHa COBCTBEHHbIE, HAMPUMED, HA3BAHIS! S3bIKOB, C GONBLIOM BYKERI):
syntax neural classification

BiGepUTe 0AHY UM HECKOILKO KOHCDEPEHLINI:

Luanor

Ivanasox par:
or:2014 %) m:2016  ©
ABTOp CTaTeM (ZONYCTUMS! MeTacHMBONs! * 1 7):
Kibrik*
3aronoBoK CTaTbY (RONYCTAMY MeTACHMBO M * 1 2):

*embedding”
VickaTs

BoT 410 MBI Hawnm nns Bac
Knnkrute no 3aronosky c1atby, 4To6bl ysuaeTh Moxoxiue nybnukauum

Komceperuus o Bnusocts k
3aronomoK 4v Asrop av Adppunmaims av v ay Temui av aanpocy v
Style and Genre Classification By Means of Deep Galitskij B. A. National Research University Dialogue 2016 CrrTakcudecknit 0.096
Textual Parsing (URL) Iivovsky D. A, Higher School of Economies, ananas
Chermnjak E. L. Moscow, Russia Temarnueckas
Kuznetsov . KnaccdukaLnn
(o}
Aspect Extraction and Twitter Sentiment Vasil ev V. G. QO «/AH-MPOEKT>, Dialogue 2015 Vasnevenve 0.070
Classification by Fragment Rules (URL) Denlsenko A Mocksa, Poccus oTHoweHNi
A Waeneuenve
Solovyev D. Pr————
A Axanms
Tomank HocTH
Temarnqeckas
Knaccnukauns
Semantic Role Labeling for Russian Language Based ~ Kuznetsov | HUY BLI3, Mockea, Poceus AIST 2015 HawikoBule Mosenn 0.070
on Russian Framebank (URL) s Kopnycel
CrHTakcuyeckuit
ananns

Fig. 1: Searching scholarly papers in the database by user-provided query words (in
this case, ‘syntax neural classification’).
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[Moxoxwue ctatbmn

«Ruthes Thesaurus in Detecting Russian Paraphrases»
Loukachevitch N. V.; Shevelev A. S.; Mozharova V. A.; Dobrov B. V.; Paviov A. S.; MSU, Moscow, Russia;
AINL; 2017;

Opurywan crarsn

CeMaHTnyeckn 6nuskne nybnmkauuu:

dwcno pesynsaros:| 10 :

Kouchepenums  Fop, Brmsocts
3aronosok av AsTop av Addnnmauns av av av Tembi av ar
Testing Features and Methods in Russian Loukachevitch MSU, Moscow, Russia Dialogue 2017 Teaaypycsl 0.3800
Paraphrasing Task (URL) NV
Shevelev A. S.
Mozharova V.
Paraphraser: Russian Paraphrase Corpus and Pivovarova L. University of Helsinki, Helsinki, AINL 2017 Kopnycsl 0.3564
Shared Task (URL) M Finland Temarueckas
Pronoza KnaceuchkaLma
Ekaterina MawnHHsii nepeson
Yagunova
Elena
Pronoza Anton
PyTes-lite, Ony6nnkosaHHas Bepcusi Loukachevitch MSU, Moscow, Russia Dialogue 2014 Teaaypycol 0.3334
Teaaypyca Pycckoro $iasika PyTes (URL) NV Vasnevenne otrowermi
Dobrov B. V. OBpaboTka peun
Chetverkin I. |.
Comparison of Sentence Similarity Measures Pronoza GM6rY, GakkT-MeTepbypr, AINL 2015 - 0.3157
as Features for Russian Paraphrase 5“““”“ Pocena
Classification {URL) 2gunova
Elena

Fig. 2: RusNLP recommending papers similar to the query paper.

BuiBepuTe 0HY UMK HECKONBKO KOHMEpeHLMiA:

Lwanor
AIST

AINL

DOunanaso gar:
or: <) Mo B
ABTOP CTaTuM, NATMHALEH (MOX HO UCNIONb30BATE METACAMEON *1 7):
Chernj*

3aron0BoK GTTEN (MOXHE HETONE308aTE METACMECTH *1 7):

*embedding*

/ckaTs

BoT 410 MBI Hawnm nns Bac
KnukHUTE Mo 3aronoBKy c1aThi, YToBsl yBUAET NOXOXMe Ny6ankaumm

Kondepenums  Fon

Saronosok av AsTop av Adbdunmauns av av ar Tembi av
Conceptual Maps: Construction over a Text Collection Morenko N. HUY BLI3, Mocksa, Poccus AIST 2014 -
and Analysis (URL) Egor
Chernjak E.
L
Mirkin B. G.
Style and Genre Classification By Means of Deep Textual ~Galitskij B. A. National Research University Higher Dialogue 2016 CuHTaKcuyeckmit
Parsing (URL) Iivovsky D School of Economics, Moscow, Russia ananva
A TemaTnyeckan
Chernjak E. KnacendkaLma
L

Kuznetsov S.
0.

AsTomaTMyeckoe [locTpamBaHne TakCoHOMN Ha Chemnijak E. HWY BW3, Mockea, Poccns Dialogue 2013 TemaTnueckoe
Pycckom fisbike Ha OcHose Pecypcos Buknneanm (URL) L MoRenuposarne
Mirkin B. G. W3sneuenve kniouesbix
cnos
Tematnueckan
knaccndkaLms

Fig. 3: RusNLP searching for all papers by a certain author in the Dialogue and
AIST conferences.



